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1 Introduction

There are two leading theories about the meaning of counterfactuals like (1):

(1) If David’s alarm hadn’t gone off this morning, he would have missed class.

Both say that (1) means, roughly, that David misses class in all of the closest worlds where his alarm does not go off. Both theories agree that this set of worlds—the counterfactual domain—depends partly on the world of evaluation and partly on the context in which (1) is uttered. Still, they disagree about how exactly the counterfactual domain is calculated. The Variably Strict Analysis (VSA) says that the counterfactual domain can also depend on the antecedent of the counterfactual; it can vary from antecedent to antecedent, even when we hold the world of evaluation and context of utterance fixed. The Strict Analysis (SA) says that the counterfactual domain does not depend on the antecedent of the counterfactual; once we have fixed the world of evaluation and context of utterance, we have also fixed the counterfactual domain.

VSA and SA validate different inference patterns. Perhaps most famously, they disagree about a principle known as Antecedent Strengthening. SA validates the principle; VSA does not. Early VSA theorists, such as Stalnaker (1968) and Lewis (1973), believed that certain apparent counterexamples to Antecedent Strengthening—now known as Sobel Sequences—refuted SA. More recently, defenders of SA have
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responded by enriching SA with certain dynamic principles governing how context evolves. They argue that Sobel sequences are not counterexamples to a Dynamic Strict Analysis (Dynamic SA).

But Antecedent Strengthening is just one of a family of strengthening principles. In this paper, we focus on a weaker principle, which we call Strengthening with a Possibility, and give a counterexample to it. We show that the dynamic features attributed to would-counterfactuals and might-counterfactuals by proponents of Dynamic SA are of no help when it comes to counterexamples to Strengthening with a Possibility, unlike counterexamples to Antecedent Strengthening itself.

We develop a new version of VSA that incorporates a Kratzerian ordering source into the meaning of counterfactuals, and we show how to model counterexamples to Strengthening with a Possibility on our account. In the final section, we address a worry about our account concerning counterfactuals with disjunctive antecedents.

2 Two Theories of Counterfactuals

Both VSA and SA assume that context supplies a comparative closeness ordering on worlds, represented by \( \leq_{c,w} \), which compares any two worlds with respect to their similarity to a benchmark world \( w \). We assume that \( \leq_{c,w} \) is a comparative similarity relation, so that \( w_1 \leq_{c,w} w_2 \) means that \( w_1 \) is at least as similar to \( w \) as \( w_2 \) is.

VSA uses a selection function, a contextually-determined function \( f_{\leq_c} \) that takes an antecedent \( A \), and a world \( w \), and returns the set of closest \( A \)-worlds to \( w \), according to \( \leq_{c,w} \). A world \( w_1 \) is among the closest \( A \)-worlds to \( w \) just if there’s no other \( A \)-world \( w_2 \) that’s closer to \( w \) than \( w_1 \) is. Where \( A \rightarrow C \) stands for the counterfactual conditional with antecedent \( A \) and consequent \( C \), VSA’s semantic entry for the counterfactual runs as follows:

\[
\text{(2) Variably Strict Account (VSA).}\quad \llbracket A \rightarrow C \rrbracket^{\leq_c,w} = 1 \text{ iff } \forall w' \in f_{\leq_c}(A,w) : \llbracket C \rrbracket^{c,w'} = 1. 
\]

\( \leq_{c,w} \) is transitive (for all \( w_1, w_2, w_3 \) if \( w_1 \leq_{c,w} w_2 \) and \( w_2 \leq_{c,w} w_3 \), then \( w_1 \leq_{c,w} w_3 \)), reflexive (for all \( w_1, w_1 \leq_{c,w} w_1 \)), and antisymmetric (for all \( w_1, w_2 \), if \( w_1 \leq_{c,w} w_2 \) and \( w_2 \leq_{c,w} w_1 \), then \( w_1 = w_2 \)). It is also at least weakly centered: there is no \( w_1 \) such that \( w_1 \neq_{c,w} w \).
\[ A \rightarrow C \] is true relative to a context \( c \) and world \( w \) just if, for every world \( w' \): if \( w' \) is among the closest \( A \)-worlds to \( w \), then \( C \) is true in \( w' \).

SA replaces the selection function with a contextually-determined accessibility relation \( \min_{\leq_c} \) that takes a world \( w \) and returns the set of closest worlds to \( w \), according to \( \preceq_{c,w_c} \). (Unlike the selection function \( f_{\leq_c} \), \( \min_{\leq_c} \) does not take the antecedent as argument.) Here is the semantic entry given by SA:

\[ (3) \quad \text{Strict Conditional Account (SA).} \quad \mathcal{N} \{ A \rightarrow C \}^{c,w} = 1 \text{ iff } \forall w' \in \min_{\leq_c}(w) \cap \mathcal{N} \{ A \}^c : \mathcal{N} \{ C \}^{c,w'} = 1. \]

\[ A \rightarrow C \] is true relative to a context \( c \) and world \( w \) just if, for every world \( w' \), if \( w' \) is among the closest worlds to \( w \), and \( A \) is true in \( w' \), then \( C \) is true in \( w' \).

The difference between SA and VSA is significant—whether the evaluation domain is variable or fixed matters to the logic of the counterfactual. Here is a principle VSA and SA disagree about:

\[ (4) \quad \text{Antecedent Strengthening.} \quad A \rightarrow C \models (A \land B) \rightarrow C \]

SA validates Antecedent Strengthening, whereas VSA does not. SA does not allow the evaluation domain to vary. If all the closest worlds where \( A \) is true are worlds where \( C \) is true, then \textit{a fortiori}, all of the closest worlds where \( A \) and \( B \) are true are worlds where \( C \) is true. On the other hand, VSA allows the evaluation domain to vary from antecedent to antecedent: The closest \( AB \)-worlds need not be the closest \( A \)-worlds. So, what’s true in all of the closest \( A \)-worlds may be false in some of the closest \( AB \)-worlds.

\[ ^2 \text{This statement of VSA makes the limit assumption, the assumption that, for all worlds } w \text{ and propositions } A, \text{ there is at least one closest } A \text{-world to } w. \text{ This is purely for ease of presentation; } \]

VSA can be stated without making the limit assumption, but it is unnecessarily complicated for our purposes. Our statement of VSA is neutral about the uniqueness assumption, the assumption that for all \( w \) and \( A \), there is a unique closest \( A \)-world to \( w \). See Stalnaker (1968) and Stalnaker (1981) for defenses of both the limit assumption and the uniqueness assumption. See Lewis (1973) for arguments against both principles.
3 Sobel Sequences and Dynamic SA

Antecedent Strengthening seems subject to counterexample. Consider the sequence in (5) below, a Sobel sequence:

(5)  

a. If I had struck the match, it would have lit.  
b. But of course, if I had struck the match and it had been soaked in water last night, it wouldn’t have lit.

Sentences (5-a) and (5-b) seem consistent. Indeed, in most ordinary match-striking scenarios, (5-a) and (5-b) are both true. Typically, when you strike a match, the match is dry and lights easily. Soaking-wet matches are not as cooperative—if you strike a match drenched in water, it does not light.

But if Antecedent Strengthening is valid, Sobel sequences like (5) are not consistent. If it is true that if I’d struck the match, it would have lit, then, by Antecedent Strengthening, it follows that if I’d struck the match and the match had been soaked in water, the match would (still) have lit.

That it validates Antecedent Strengthening would seem to be a clear strike against SA. But it turns out there is a lot more to be said for SA here. As von Fintel (2001) shows, a suitably sophisticated strict conditional analysis can account for the sequence in (5). His strategy is to appeal to the dynamic effects of counterfactuals in conversation: Though (5-b) isn’t true when (5-a) is uttered, asserting (5-b) changes the context so that it comes out true.

Why would that be so? Von Fintel proposes that counterfactuals presuppose that their domains contain some worlds where the antecedent is true. When that presupposition is not met, the context is minimally altered to ensure that it is. Suppose a speaker utters a counterfactual $A \Box C$. If the domain contains $A$-worlds, nothing changes; if it does not, it expands to include the closest $A$-worlds. $A \Box C$ is true in this new context just in case all of the $A$-worlds in the expanded set are $C$-worlds.

Let’s apply von Fintel’s dynamic strict conditional account (Dynamic SA) to our example. When the speaker asserts (5-a), the domain expands to include the closest worlds where she strikes the match. (5-a) is true. So in all of these worlds, the match lights. But any world where the match lights is one where the match is
dry. So the presupposition of (5-b) isn’t satisfied. When the speaker utters (5-b), the context changes to accommodate the presupposition—the domain expands to include the closest worlds where she strikes the match and the match is soaking wet. Since all of these worlds are ones where the match doesn’t light, (5-b) comes out true.

Now that we have an informal understanding of how Dynamic SA works we can state the view more precisely.\(^3\) Let \(h_c\) a contextually-supplied accessibility relation. Then:

\[
(6) \text{ Dynamic Strict Conditional Account (Dynamic SA).}
\]

a. \(\llbracket A \rightarrow C \rrbracket^{c,w} \) is defined only if \(h_c(w) \cap \llbracket A \rrbracket^c \neq \emptyset\)

b. Where \(\llbracket A \rightarrow C \rrbracket^{c,w} \) is defined, \(\llbracket A \rightarrow C \rrbracket^{c,w} = 1 \) iff \(\forall w' \in h_c(w) \cap \llbracket A \rrbracket^c : \llbracket C \rrbracket_{c,w'} = 1\).

There are two parts to Dynamic SA: definedness conditions and truth-conditions. The definedness conditions, which are stated in (6-a), take the form of a semantic presupposition about the contextually-supplied accessibility relation. The presupposition is a compatibility presupposition: the accessibility relation \(h_c\) must assign to the world of evaluation \(w\) at least some worlds where \(A\) is true. In other words, \(h_c(w)\) must be compatible with \(A\). If \(h_c(w)\) is not compatible with \(A\), \(\llbracket A \rightarrow C \rrbracket^{c,w} \) is undefined. The truth-conditions for the counterfactual are stated in (6-b). They tell us when the counterfactual is true if it is defined. Specifically, they say that if \(\llbracket A \rightarrow C \rrbracket^{c,w} \) is defined, then \(\llbracket A \rightarrow C \rrbracket^{c,w} \) is true just in case the following holds: for every world \(w'\), if \(w'\) is among the closest worlds to \(w\), and \(A\) is true in \(w'\), then \(C\) is true in \(w'\).

This leaves open two important questions. First, what is the identity of the initial accessibility relation \(h_c\)? And second, what happens when \(\llbracket A \rightarrow C \rrbracket^{c,w} \) is undefined—that is, when \(h_c\) does not assign to the world of evaluation any worlds where \(A\) is true? We said that when the compatibility presupposition of the counterfactual is not met, the context is minimally altered to ensure that it is. But what,

\(^3\)Note that von Fintel adds the dynamic effects directly into the semantics, building a dynamic context-change potential into the semantic entry for the counterfactual. This version of the view is more complicated to state so we prefer to work with the formulation of Dynamic SA that puts the dynamic effects in the pragmatics. Nothing we say about Dynamic SA hangs on this choice.
von Fintel provides answers to both questions. He assumes a trivial initial accessibility relation, which assigns to any evaluation world \( w \) the singleton set of that world itself \( \{w\} \). His answer to the second question is more detailed, but the basic idea is that when a counterfactual \( A \rightarrow C \) is undefined relative to a context \( c \) and world \( w \), asserting the counterfactual updates the context by adding to the counterfactual domain all of the closest \( A \)-worlds to \( w \), according to \( \leq_c \).\(^4\) The counterfactual is true in this updated context just in case all of the \( A \)-worlds in the expanded domain are \( C \)-worlds.

It is important to note that Antecedent Strengthening is not classically valid on Dynamic SA. An inference is classically valid just in case its conclusion is true whenever its premises are. Dynamic SA says that Antecedent Strengthening is merely Strawson valid: Whenever \( A \rightarrow C \) is true, and \( (A \land B) \rightarrow C \) is defined, \( (A \land B) \rightarrow C \) is true, too.\(^5\) Dynamic SA allows contexts where \( A \rightarrow C \) is true yet \( (A \land B) \rightarrow C \) is undefined. (This will happen whenever the domain contains \( A \)-worlds, but no \( B \)-worlds, and all of the \( A \)-worlds are \( C \)-worlds.) This is critical to its account of Sobel sequences. It is the fact that (5-b) is undefined, rather than simply false, that forces the context to change when (5-b) is asserted so that (5-b) comes out true.

We have seen that Sobel sequences like (5) do not refute Dynamic SA, even if they refute the simplest strict analysis. But von Fintel goes further, arguing we have reason to prefer Dynamic SA to VSA. He observes that when we reverse the order of (5-a) and (5-b), the sequence sounds much worse:

\[
\begin{align*}
(7) \quad a. & \quad \text{If I had struck the match and it had been soaked in water last night, it wouldn’t have lit.} \\
& \quad b. & \quad \text{But if I had struck the match, it would have lit.}
\end{align*}
\]

VSA predicts no difference between (5) and (7): both sequences should sound fine.

\(^4\)Nichols (2017) objects to this feature of Dynamic SA and furthermore argues that any plausible way of accommodating the presupposition leads to unwelcome consequences. Our problem is separate from those he discusses, however.

\(^5\)More generally, the inference from \( \llbracket A \rrbracket^c, \llbracket P_1 \rrbracket^c, \ldots, \llbracket P_n \rrbracket^c \) to \( \llbracket C \rrbracket^c \) is Strawson-valid iff for any \( w \) such that \( \llbracket A \rrbracket^w, \llbracket P_1 \rrbracket^w, \ldots, \llbracket P_n \rrbracket^w \) and \( \llbracket C \rrbracket^w \) are all defined and such that \( \llbracket A \rrbracket^w = \llbracket P_1 \rrbracket^w = \ldots = \llbracket P_n \rrbracket^w = 1, \llbracket C \rrbracket^w = 1 \) also.
(5-a) and (5-b) are consistent; reversing the order cannot change that.

Dynamic SA, on the other hand, has a persuasive account of the infelicity of (7). Find the closest worlds to actuality, according to the standards of similarity in the context. Among those worlds, identify the ones where the speaker strikes the match and it is wet. (7-a) says that all of these are worlds where the match does not light; (7-b) says that all of them are worlds where the match does light. No wonder that (7) is infelicitous — (7-a) and (7-b) contradict each other.

VSA theorists have not conceded, of course. Moss (2012) argues that what Dynamic SA explains \textit{semantically}, VSA can explain by appeal to warranted assertability.\footnote{Moss is not the only one who has defended VSA against reverse Sobel sequences. Lewis (2017) has also offered an alternative story within the VSA framework, according to which raising skeptical possibilities to salience renders examples like (7-b) false.} Though semantically consistent, Moss argues, reverse Sobel sequences are pragmatically inappropriate.

We think the debate has reached something of a stalemate. We have two explanations of the same data—one pragmatic, one semantic. Neither has a clear empirical edge.\footnote{Proponents of VSA might point out that VSA has an easier time predicting the felicitous reverse Sobel sequences noted by Moss (2012). But, on the other hand, proponents of SA might point out that their theory has an easier time explaining why NPIs are licensed in the antecedents of counterfactuals (as noted by von Fintel (2001)). Thus, while these theories are clearly not empirically equivalent, we think that the literature so far has not shown that one theory has a clear edge.} We move to change the debate. Antecedent Strengthening is just one of a family of strengthening principles—and indeed, it is the strongest member of that family. By Strawson-validating Antecedent Strengthening, Dynamic SA predicts that a whole host of strengthening principles are Strawson-valid, too. We argue that this prediction is unwelcome. We focus on one strengthening principle—which we call \textit{Strengthening with a Possibility}—and present a counterexample to it. Furthermore, we show that Dynamic SA \textit{classically} validates this principle, rather than (merely) Strawson-validating it. This is significant, for it means that Dynamic SA's dynamic resources are of no help when it comes to counterexamples to Strengthening with a Possibility.
4 Strengthening with a Possibility

We can think of a strengthening principle as a principle that allows us to move from a counterfactual $A \rightarrow C$, along with certain auxiliary premises, to a counterfactual with a strengthened antecedent $(A \land B) \rightarrow C$. More formally, where $n \geq 0$, we have:

(8) **Strengthening Principle.** $A \rightarrow C, P_1, ..., P_n \vdash (A \land B) \rightarrow C$

Antecedent Strengthening is the instance of (8) where $n = 0$. It says that no further premises are needed to strengthen the antecedent of a counterfactual. This makes it the strongest strengthening principle: A semantics that validates it validates every strengthening principle. Classical validity is monotonic: Adding premises never turns a valid inference into an invalid one. If $A \rightarrow C$ entails $(A \land B) \rightarrow C$ all by itself, $A \rightarrow C$ still entails $(A\land B) \rightarrow C$ when combined with other premises. Similar reasoning shows that Strawson-validating Antecedent Strengthening Strawson-validates every other strengthening principle—Strawson-entailment is also monotonic.\(^8\)

But there are weaker strengthening principles. These principles allow us to strengthen the antecedent of a counterfactual not with just any conjunct, but only those that satisfy some auxiliary premises. We are interested in one of these weaker principles, which we call **Strengthening with a Possibility**.

Before we state the principle, a few preliminary remarks are in order.

4.1 ‘Might’ Counterfactuals

So far we have focused on English *would*-counterfactuals like (1):

(1) If David’s alarm hadn’t gone off this morning, he would have missed class.

But *would*-counterfactuals are not the only kind of counterfactual. There are also *might*-counterfactuals. For example:

\(^8\)**Proof:** Suppose that $\llbracket A \rrbracket^c, \llbracket P_1 \rrbracket^c, ..., \llbracket P_n \rrbracket^c \not\models_{Str} \llbracket C \rrbracket^c$. There must be some $\bar{w}$ such that $\llbracket A \rrbracket^{\bar{w}} = \llbracket P_1 \rrbracket^{\bar{w}} = ... = \llbracket P_n \rrbracket^{\bar{w}} = 1$ but $\llbracket C \rrbracket^{\bar{w}} = 0$. But then, since $\bar{w}$ itself is a world where $\llbracket A \rrbracket^{\bar{w}} = 1$ but $\llbracket C \rrbracket^{\bar{w}} = 0$, we have $\llbracket A \rrbracket^\bar{w} \not\models_{Str} \llbracket C \rrbracket^\bar{w}$. Contraposing, if $\llbracket A \rrbracket^\bar{w} \models_{Str} \llbracket C \rrbracket^\bar{w}$ then $\llbracket A \rrbracket^\bar{w}, \llbracket P_1 \rrbracket^\bar{w}, ..., \llbracket P_n \rrbracket^\bar{w} \not\models_{Str} \llbracket C \rrbracket^\bar{w}$.
If David’s alarm hadn’t gone off this morning, he might have missed class.

We need to say what *might*-counterfactuals like (9) mean.

We will write $A \diamondrightarrow B$ for the *might*-counterfactual with antecedent $A$ and consequent $C$. We will assume that $A \diamondrightarrow B$ is the *dual of* $A \squarerightarrow B$. What does that mean? The dual of an operator $O$ is a term which has the meaning of $\neg O \neg O$. To say that $A \diamondrightarrow B$ is the dual of $A \squarerightarrow B$ is to say that $A \diamondrightarrow B$ has the same meaning as $\neg (A \squarerightarrow \neg B)$. For instance, (9) has the same meaning as (10):

(10) It’s not the case that if David’s alarm hadn’t gone off this morning, he wouldn’t have missed class.

The assumption that English *might*-counterfactuals are the duals of *would*-counterfactuals is called Duality. Note that Duality is controversial: many deny it, including various defenders of Counterfactual Excluded Middle. We assume Duality merely for ease of exposition. Our central counterexample can be stated without it. (See footnote 12 for further details.)

If we assume Duality, then we can state the semantics for *might*-counterfactuals given by Dynamic SA as follows:

(11) **Dynamic SA** ($A \diamondrightarrow C$

a. $\llbracket A \diamondrightarrow C \rrbracket^{C,\omega}$ is defined only if $h_c(w) \cap \llbracket A \rrbracket^c \neq \emptyset$

b. Where $\llbracket A \diamondrightarrow C \rrbracket^{C,\omega}$ is defined, $\llbracket A \diamondrightarrow C \rrbracket^{C,\omega} = 1$ iff $\exists w' \in h_c(w) \cap \llbracket A \rrbracket^c$: $\llbracket C \rrbracket^{C,\omega'} = 1$.

The semantics for $\diamondrightarrow$ has two parts, just as it does for $\squarerightarrow$. First we have the definedness condition stated in (11-a): $A \diamondrightarrow C$ is defined only if $h_c$ assigns to the world of evaluation at least some worlds where $A$ is true. (This part is the same for $\diamondrightarrow$ as it is for $\squarerightarrow$.) And second we have the truth-conditions, which are set down in (11-b). Where $\llbracket A \diamondrightarrow C \rrbracket^{C,\omega}$ is defined, $\llbracket A \diamondrightarrow C \rrbracket^{C,\omega}$ is true just in case there is

---

9Note that von Fintel, as well as Gillies (2007), another proponent of Dynamic SA, seem to accept Duality. Moreover, Duality falls out of widely-accepted restrictor analysis of conditionals in Kratzer (1986): on this analysis, the ‘might’ will only quantify over worlds that make the antecedent true and so *might*-counterfactuals will have the truth-conditions of $\diamondrightarrow$.

some world \( w' \) such that \( w' \) is among the closest worlds to \( w \), \( A \) is true in \( w' \), and \( C \) is true in \( w' \).

What about VSA say about \( \mathit{might} \)-counterfactuals? Assuming Duality, VSA gives \( \mathit{might} \) the following semantics:

\[
\text{VSA (} A \mathbin{\rightarrow} C \text{).} \; \langle A \mathbin{\rightarrow} C \rangle^{c,w} = 1 \iff \exists w' \in f_{\leq c}(A,w) : \langle C \rangle^{c,w'} = 1.
\]

VSA says that \( A \mathbin{\rightarrow} C \) is true relative to a context \( c \) and world \( w \) just if there’s some world \( w' \) that’s among the closest \( A \)-worlds to \( w \) that is also a \( C \)-world.

### 4.2 Strengthening with a Possibility and Dynamic SA

We can now in a position to state the strengthening principle that we are interested in.

\[
\text{Strengthening with a Possibility.} \; (A \mathbin{\rightarrow} C) \land (A \mathbin{\rightarrow} B) \vdash (A \land B) \mathbin{\rightarrow} C
\]

(13) says that one can strengthen an antecedent with any proposition with which that antecedent is \( \mathit{counterfactually consistent} \). Take an example. Suppose it is true that if I had taken modal logic next semester, I would have passed. Does that mean that I would have passed had I taken the class and the class was taught by Joe? According to Strengthening with a Possibility, that depends on whether Joe \( \mathit{might} \) have been the teacher, had I taken the class. If Joe could not have taught the class—say, because he was on leave—I can truly say that I would have passed even if I would have bombed a class taught by Joe. On the other hand, if Joe might have taught the class, then I cannot truly say that I would have passed unless I would have passed Joe’s class, too.

We said that Antecedent Strengthening is the strongest strengthening principle. So, by Strawson-validating Antecedent Strengthening, Dynamic SA Strawson-validates Strengthening with a Possibility. But we can show something stronger: By Strawson-validating Antecedent Strengthening, Dynamic SA \( \mathit{classically} \) validates Strengthening with a Possibility. The proof is straightforward. Suppose that for a given context \( c \), (i) \( A \mathbin{\rightarrow} C \) is true in \( c \), and (ii) \( A \mathbin{\rightarrow} B \) is true in \( c \). It follows from (ii) and Dynamic SA that the domain in \( c \) contains worlds where \( A \) and \( B \) are both true. But that is just to say (iii) that \( (A \land B) \mathbin{\rightarrow} C \) is \( \mathit{defined} \) in \( c \). Since
Antecedent Strengthening is Strawson-valid, (i)—that \( A \rightarrow C \) is true in \( c \)—and (iii)—that \( (A \land B) \rightarrow C \) is defined in \( c \)—together entail that \( (A \land B) \rightarrow C \) is true in \( c \).

This fact is important. If Strengthening with a Possibility is classically valid, we cannot appeal to the dynamic resources of Dynamic SA to account for apparent counterexamples. To see this, return to the match example:

(5)  
   a. If I had struck the match, it would have lit.
   b. But of course, if I had struck the match and it had been soaked in water last night, it wouldn’t have lit.

Earlier we noted that Dynamic SA Strawson-validates, but does not classically validate, Antecedent Strengthening. Dynamic SA does not say that (5-b) is true in any context in which (5-a) is true—it allows contexts where (5-a) is true yet (5-b) is \textit{undefined}. That is how it accounts for the felicity of Sobel sequences like (5). If (5-b) is undefined when (5-a) is uttered, asserting (5-b) shifts the context so that it comes out true.

If Strengthening with a Possibility is classically valid, Dynamic SA cannot account for apparent counterexamples to Strengthening with a Possibility in the same way. By the definition of classical validity, \( (A \land B) \rightarrow C \) is \textit{defined} (and true) in any context in which \( A \rightarrow C \) and \( A \leftrightarrow B \) are true. But if \( (A \land B) \rightarrow C \) is defined, then \textit{asserting} \( (A \land B) \rightarrow C \) will not change the context. The domain will not expand to make \( (A \land B) \rightarrow C \) false, as we would hope; \( (A \land B) \rightarrow C \) will simply come out true in the original context in which \( A \rightarrow C \) and \( A \leftrightarrow B \) are uttered.

Dynamic SA is banking on the (classical) validity of Strengthening with a Possibility, then. It wagers that \( A \rightarrow C \) and \( A \leftrightarrow B \) together entail \( (A \land B) \rightarrow C \). In the next section, we show that Strengthening with a Possibility is not valid—it has counterexamples. Dynamic SA rests on a mistake.
5  A Counterexample to Dynamic SA

Consider this case:¹¹

**Dice:** Alice, Billy, and Carol are playing a simple game of dice. Anyone who gets an odd number wins $10; anyone who gets even loses $10. The die rolls are, of course, independent. What Alice rolls has no effect on what Billy rolls, and *vice versa*. Likewise for Alice and Carol, as well as for Billy and Carol.

Each player throws their dice. Alice gets odd; Billy gets even; Carol gets odd.

Now consider this sequence of counterfactuals:

(14)  
   a. If Alice and Billy had thrown the same type of number, then at least one person would still have won $10.
   b. If Alice and Billy had thrown the same type of number, then Alice, Billy and Carol could have all thrown the same type of number. (Because they could have all thrown odd.)
   c. If Alice, Billy and Carol had all thrown the same type of number, then at least one person would still have won $10.

(14-a) and (14-b) seem true, but (14-c) is dubious. (14-a) seems right because if Alice and Billy had thrown the same type of number, nothing would have changed with respect to *Carol*—she would still have rolled odd. So someone would still have won $10.

(14-b) seems right, too. If Alice and Billy had thrown the same type of number, either Alice or Billy would have gotten a different number from the one they actually got. But there is no reason to think it would have been Alice rather than Billy: Billy might have thrown odd, along with Alice and Carol.

But (14-c) seems wrong. There are two ways for Alice, Billy, and Carol to throw the same type of number. They could all roll odd or they could all roll even.

¹¹This case was inspired by an example given by Stalnaker (1994) to argue against certain principles of belief revision.
And we cannot just rule out the latter. If Alice, Billy, and Carol had thrown the same type of number, they might have thrown even, so there might have been no winner: (14-c) is false.

Dynamic SA wrongly predicts that (14-c) follows from (14-a) and (14-b). For (14-a), (14-b), and (14-c) are respectively equivalent to:  

\[(16)\]  

\begin{itemize}
  \item a. \( \text{Alice Billy same} \quad \square \rightarrow \text{someone wins }$10 \)
  \item b. \( \text{Alice Billy same} \quad \diamond \rightarrow (\text{Alice Billy same} \land \text{Billy Carol same}) \)
  \item c. \( (\text{Alice Billy same} \land \text{Billy Carol same}) \quad \square \rightarrow \text{someone wins }$10 \)
\end{itemize}

Suppose (16-a) and (16-b) are true. Since (16-b) is true, some worlds in the domain are ones where its antecedent and consequent are true—that is, where Alice, Billy, and Carol all throw the same type of number. But that is just to say that (16-c) is defined. Dynamic SA Strawson-validates Antecedent Strengthening. So, if (16-a) is true, and (16-c) is defined, then (16-c) must be true, too. This is the wrong result. (16-a) and (16-b) are true, and (16-c) is not.

**Dice** is a very simple example with this structure and so it will be our focus for the rest of the paper. But note there are less artificial examples with this structure and that do not involve chance. Consider this example:

*The Party.* Alice, Billy and Carol have all been invited both to a party at Xander’s and at Yulia’s. Xander’s party will be wild and Yulia’s will be relaxed and all are choosing purely on the basis of which experience they’d rather tonight. (They do not know each other and their preferences are totally independent of each other; so where one goes

---

12In assuming that (14-b) is equivalent to (14-b)*, we assume Duality. However, as we noted, the counterexample does not ultimately rely upon it. We can state the dual of the would-counterfactual using wide-scope negation:

\[(15)\]  

\begin{itemize}
  \item a. If Alice and Billy had thrown the same type of number, then at least one person would still have won $10.
  \item b. It’s not true that if Alice and Billy had thrown the same type of number, then Alice, Billy and Carol \emph{wouldn’t} have all thrown the same type of number.
  \item c. If Alice, Billy and Carol had all thrown the same type of number, then at least one person would still won $10.
\end{itemize}

We notice no difference in our judgements here.
will not at all determine where the others go.) As a matter of fact Alice and Carol go to Xander’s and Billy goes to Yulia’s.

Now consider the following sequence of counterfactuals:

(17)  a. If Alice and Billy had gone to the same party, then at least one of the three would (still) have been at Xander’s.
      b. If Alice and Billy had gone to the same party, then all three might have all gone to the same party.
      c. If all three had gone to the same party, then at least one of the three would have been at Xander’s.

We judge that (17-a) and (17-b) are true, whereas (17-c) is not true. Dynamic SA cannot make these predictions. If (17-b) is true, then (17-c) is defined. But if (17-c) is defined, then (17-a) is true only if (17-c) is true. In other words, for Dynamic SA, (17-a) and (17-b) entail (17-c).

6 Rescue Attempts

In its current form, Dynamic SA cannot account for our judgments about these sentences. In this section, we explore whether there is a way to modify it that does better. To get clear on what the options are, return to Dice. We know that someone wins if and only if someone rolls odd. To predict that (14-a) is true, then, there must be someone who rolls odd in all domain-worlds where Alice and Billy roll the same type of number. And to predict that (14-c) is false, some domain-worlds where Alice and Billy (and Carol) roll the same type of number must be ones where everyone rolls even. The domain must expand between utterances of (14-a) and (14-c). It must start out containing no worlds where Alice, Billy, and Carol all throw even, and acquire some by the time we evaluate (14-c).

There are only two ways for the domain to expand between (14-a) and (14-c). Either asserting (14-b) expands the domain, or asserting (14-c) does. We already saw that standard dynamic SA does not allow asserting (14-c) to expand the domain. We will first explore a proposal about might-counterfactuals, due to Gillies
(2007), which makes (14-b) expand the domain. Then we will explore an alternative suggestion, due to an anonymous referee, which makes (14-c) expand the domain. We conclude neither is successful.

6.1 Dynamic ‘Mights’ to the Rescue?

We have been assuming that might-counterfactuals update the domain just like would-counterfactuals do, presupposing that their antecedents are possible with respect to the counterfactual domain. But this account will not allow (14-b) to shift the domain. (14-a) and (14-b) have the same antecedent, so there can be no shifting that is triggered by the latter that is not already triggered by the former. We know that (14-a) does not expand the domain to include worlds where Alice, Billy, and Carol throw even—if it did, (14-a) would come out false, but we hear it as true. So asserting (14-b) cannot trigger a domain expansion, either.

A different idea can be found in Gillies (2007). He says that the dynamic effect of might-counterfactuals is distinct from that of would-counterfactuals. $A \Leftrightarrow B$ presupposes that the domain contains worlds where $A$ and $B$ are both true.\textsuperscript{13} For example, (14-b) presupposes that the domain contain worlds where Alice, Billy, and Carol all roll the same.\textsuperscript{14}

\textsuperscript{13}Note that at the end of the day, Gillies does not think this assertability condition is a genuine presupposition. While he calls it an entertainability presupposition, he rightly points out that the presupposition of the ‘might’-counterfactual is not plausibly an existence presupposition on a quantifier domain. We do not rely on any particular way of cashing out entertainability presuppositions in our arguments.

\textsuperscript{14}As Gillies himself notes, this has an unintuitive consequence in a static framework: it makes all utterances of $A \Leftrightarrow B$ true. Nonetheless, as Gillies points out, it looks like the Dynamic SA needs to help itself to something like this kind of effect. For might-counterfactuals seem to give rise to sequences similar to Sobel sequences. Compare:

(18) a. If Sophie went to the parade, she would have seen Pedro.
   b. But if she had gone and been stuck behind someone tall, she might not have seen him.

(19) a. If Sophie had gone to the parade and been stuck behind someone tall, she might not have seen Pedro.
   b. #But if she had gone to the parade, she would have seen Pedro.

Without attributing some dynamic effects to might-counterfactuals, these sequences would be counterexamples to Dynamic SA, just as our original Sobel sequences were counterexamples to the simplest form of SA. Gillies (2007) chooses to retain this dynamic effect and discusses some ways of addressing the problems it gives rise to.
Here is how things would have to go if Gillies’ theory is to help with our case. For simplicity, suppose that the initial context in *Dice* is such that, in all domain-worlds, everyone rolls as they actually do—Alice and Carol roll odd, and Billy rolls even. (14-a)’s presupposition is not met in this context, so asserting (14-a) expands the domain, adding worlds where Alice and Billy roll the same. Suppose we include worlds where Alice and Billy roll even, but none where they roll odd. We cannot include any worlds where *Carol* rolls even, lest we render (14-a) false. But if we add no worlds where Alice and Billy roll odd, and no worlds where Carol rolls even, the domain will not contain any worlds where Alice, Billy, and Carol all roll the same type of number, and so the presupposition of (14-b) will not be met. (The consequent of (14-b) is true in a world only if Alice, Billy, and Carol roll the same there.) This means that asserting (14-b) will add worlds where Alice, Billy, and Carol all throw the same type of number. If we include worlds where they all throw even, (14-c) comes out false.

So far things are looking better for Dynamic SA. But trouble is near. One problem is that our Gillies-inspired story cannot be told when (14-b) is uttered before (14-a), as in the following sequence:

(14-b) If Alice and Billy had thrown the same type of number, then Alice, Billy and Carol could have all thrown the same type of number (because Alice and Billy might have thrown odd along with Carol).

(14-a) If Alice and Billy had thrown the same type of number, then someone would still have won $10.

(14-c) If Alice, Billy and Carol had all thrown the same type of number, then at least one person would still have won $10.

Reversing the order of (14-a) and (14-b) does not change our judgments. (14-a) still seems true: If Alice and Billy had rolled the same type of number, *Carol* would still have rolled odd, so someone would still have won $10. And (14-c) still seems false: If Alice, Billy, *and* Carol had rolled the same type of number, they might have all rolled even, in which case *nobody* would have won. The problem is that if (14-b) introduces worlds where Alice, Billy, and Carol all throw even, (14-a) will come out false. This is the wrong prediction. Even when uttered after (14-b),
(14-a) seems true.

There are also problems when (14) is uttered in its original order. Suppose (14-b) introduces worlds where Alice, Billy, and Carol all throw even. This will indeed make (14-c) false. But it has other, less welcome consequences. Consider the sequence:

(14-b) If Alice and Billy had rolled the same type of number, Alice, Billy, and Carol might have all rolled the same type of number (because Alice and Billy might have thrown odd along with Carol).

(20) If Alice and Billy had rolled the same type of number, Carol might not have rolled odd.

(14-b) is true, but (20) is false. Indeed, (20) is false for the same reason that (14-a) is true—there is no reason to suppose that, if Alice and Billy had rolled the same type of number, things might have changed with respect to Carol. She would have still rolled odd. But if (14-b) adds to the domain worlds where Alice, Billy, and Carol throw even, (20) will come out true, contrary to intuition.15

We do not want (14-b) to add worlds where Alice, Billy, and Carol all roll even. When we evaluate (14-b), we continue to hold fixed that Carol rolls odd—that is why we judge (20) false. (We judge (14-b) true not because we think they might have all thrown even, but because we think they might have all thrown odd.) To be sure, things change by the time we get to (14-c). At that point, we are considering worlds where they all throw even—we judge (14-c) false because they might have all thrown even and lost. But it is not (14-b) that makes those worlds relevant. It is only when we hear (14-c) that we consider worlds where Carol rolls even.

Let’s take stock. Our goal was to predict that (14-a) and (14-b) are true, and that (14-c) is false. We said that Dynamic SA classically validates Strengthening with a Possibility. Any context in which (14-a) and (14-b) are true is one in which (14-c) is true. This was an important observation. It meant that we could not appeal

15 We can make this same point with the following would-counterfactual:

(21) If Alice and Billy had rolled the same type of number, Carol would still have rolled odd.

(21) is intuitively true. But if (14-b) introduces worlds where Alice, Billy, and Carol roll even, (21) will come out false.
to the dynamic effects of (14-c) to account for our false judgement of this sentence: If (14-c) is true, it is also defined, so asserting (14-c) will not expand the domain. We then asked whether asserting (14-b) could expand the domain to make (14-c) false. We found that it could, but this offered little comfort. For one, if we reverse the order of (14-a) and (14-b), we wrongly predict that (14-a) is false. For another, if asserting (14-b) adds worlds where Alice, Billy, and Carol roll even, we will indeed predict that (14-c) is false, but we will also predict that (20) is true. But (20) is heard as false.

6.2 (In)dependence to the Rescue?

Our judgments about counterfactuals tend to respect causal independence: if some fact $B$ is causally independent of whether $A$ holds, we typically hold it fixed when evaluating counterfactuals of the form $A \rightarrow B$. As an anonymous referee correctly notes, causal independence plays an important role in our example: (14-a) and (14-b) seem true because changing the facts Alice and Billy’s rolls should not change what happens with Carol’s roll. On the other hand, (14-c) seems false because whether Carol rolls odd is not independent of what Alice, Billy, and Carol roll.

As we presented the view, Dynamic SA does not say anything about how facts about causal independence affect the evolution of the counterfactual domain. But perhaps this is a mistake; it is undeniable that our judgments about counterfactuals are heavily influenced by our beliefs about causal dependencies. In the dynamic framework, a way to capture this is to make the presuppositions of counterfactuals sensitive to facts about causal independence. Once we make this change, perhaps Dynamic SA can predict that the counterfactual domain expands between (14-b) and (14-c): the antecedent of (14-b) is causally independent of Carol’s roll, but the antecedent of (14-c) is not.

A natural move is to add an independence presupposition to Dynamic SA. In addition to presupposing that there are some antecedent worlds in the domain, a counterfactual $A \rightarrow B$ presupposes that, for any $C$ that is true in the world of

\[\text{16Something like this thought goes at least as far back as Goodman (1947) and can be seen in Kratzer’s influential premise semantics for counterfactuals. See Briggs (2012) and Kaufman (2013) for detailed discussion of the relationship between counterfactuals and causal dependence.}\]
evaluation and causally independent of $A$, $C$ is true throughout the domain.

(22) Independence Presupposition. $\llbracket A \parr B \rrbracket^{c,w}$ is defined only if $h_c(w) \cap \llbracket A \rrbracket^c \subseteq \llbracket B \rrbracket^c$, for any $B$ such that: (i) $\llbracket B \rrbracket^{c,w} = 1$ and (ii) $B$ is causally independent of $A$.

We think that proponents of Dynamic SA should not accept the Independence Presupposition, as stated. Doing so would involve a significant break with what we take to be the guiding tenets of the dynamic strict analysis of counterfactuals and would risk undercutting the original motivations for the view.

The central motivation for Dynamic SA is that there are essentially dynamic facts concerning how the order of the sentences in a discourse affects its overall coherence. The contrast between Sobel sequences and reverse Sobel sequences nicely illustrates this phenomenon. (5), repeated below, sounds fine.

(5)  
  a. If I had struck the match, it would have lit.  
  b. But of course, if I had struck the match and it had been soaked in water last night, it wouldn’t have lit.

But when the sequence is uttered in reverse order, it sounds marked, as in (7), repeated below.

(7)  
  a. If I had struck the match and it had been soaked in water last night, it wouldn’t have lit.  
  b. But if I had struck the match, it would have lit.

What explains this contrast, according to proponents of Dynamic SA, is that the counterfactual domain easily expands to include new possibilities that we previously ignored, but does not easily contract to exclude possibilities introduced earlier in the discourse, no matter how remote they are.

The problem with the Independence Presupposition is that it will often require us to contract the counterfactual domain, eliminating possibilities introduced earlier in the sequence. But if we are allowed to use the Independence Presupposition to contract the counterfactual domain, it is no longer clear that Dynamic SA can explain why reverse Sobel sequences like (7) are infelicitous. The fact that the match
is dry is causally independent of whether I strike the match. This means that we must hold fixed the fact that the match is dry when we evaluate (7-b). Specifically, (7-b) must be evaluated against a counterfactual domain that contains only worlds where the match is dry. But if we evaluate (7-b) against a counterfactual domain containing only worlds where the match is dry, (7-b) will be predicted true. And that is the wrong result.

Although the proponents of Dynamic SA cannot endorse the Independence Presupposition as stated, they can endorse a weaker version of this principle. We call it the ‘Weak Independence Presupposition.’

(23) Weak Independence Presupposition. \([A \rightarrow C]^{c,w}\) is defined only if:

where \(c'\) is the immediately previous context of utterance, if \(h_{c'} \subseteq \llbracket B \rrbracket^c\),

then if \(\llbracket B \rrbracket^{c,w} = 1\) and \(B\) is causally independent of \(A\), \(h_{c'} \subseteq \llbracket B \rrbracket^c\)

What does Dynamic SA, augmented with the Weak Independence Presupposition, predict about Dice? When we evaluate (14-a) and (14-b), we must hold fixed all facts that are independent of Alice’s roll and Billy’s roll. So, in particular, we must hold fixed the fact that Carol rolls odd. More specifically, (14-a) and (14-b) are defined only if every world in the counterfactual domain where Alice and Billy roll the same type of number is one where Carol still rolls odd. If this condition is met, both (14-a) and (14-b) will come out true. The Weak Independence Presupposition seems to be getting the right results so far.

Now turn to (14-c). To predict a false reading of this sentence, the Weak Independence Presupposition must induce a context change. Specifically, it must ensure that (14-c) is evaluated relative to a counterfactual domain that contains some worlds where Carol rolls even. But the Weak Independence Presupposition will not bring about the needed context change. To predict a false reading of (14-c), the domain must expand when we evaluate this sentence. But, as stated, the Weak Independence Presupposition will never require this sort of change. It tells us which facts we are required to hold fixed, and thus will often force the counterfactual domain to contract. But the Weak Independence Presupposition does not tell us what we must not hold fixed, and thus it will never require the domain to expand. This means that the Weak Independence Presupposition alone cannot help
us to predict a false reading of (14-c).

We need to go beyond causal independence. We want to say that the fact that the antecedent of (14-c) is *not* independent of Carol’s roll forces the domain to expand to include worlds where Carol rolls an even number. It is not entirely clear to us how this should be done. But even if an appropriate proposal can be found, we think that it will face a problem similar to the second one faced by Gillies’ proposal.

To see this, suppose we have found a way for Dynamic SA to predict that, at the end of our original sequence, (14-c) sounds false. In other words, we have found a way to predict that the final sentence of the following sequence is true.

\[(24)\]
\[
\begin{align*}
  a. & \text{ If Alice and Billy had thrown the same type of number, then at least one person would still have won$10.} \\
  b. & \text{ If Alice and Billy had thrown the same type of number, then Alice, Billy and Carol could have all thrown the same type of number. (Because they could have all thrown odd.)} \\
  c. & \text{ It’s not true that if Alice, Billy and Carol had all thrown the same type of number, then at least one person would still have won$10.}
\end{align*}
\]

If (24-c) is true, it must be evaluated against a counterfactual domain containing worlds where all three of Alice, Billy and Carol throw an even number. But if that is the case, it should sound fine to continue the sequence as follows:

\[(25)\] So if Alice and Billy had thrown the same type of number, then Carol might have thrown even after all.

Why should (25) sound true, according to Dynamic SA? If (24-c) is true, then there is a world in the counterfactual domain where Carol throws even. But if (25) is evaluated against a domain that contains a world where Carol rolls even, Dynamic SA predicts that (25) is true.

But this looks like the wrong result. Asserting (25) at the end of the sequence makes it sound as if we have changed our minds about whether Carol’s roll is independent of Alice’s roll and Billy’s roll. But of course we have not. (25) does not sound true even after asserting (24-c). Dynamic SA will struggle to predict
this if utterances of (14-c) and (24-c) expand the domain, admitting worlds where Carol rolls even.\footnote{Notice that the Weak Independence Presupposition will not explain why (25) is false. Why not? Although Carol’s roll is causally independent of Alice’s roll and Billy’s roll, the counterfactual domain against which we evaluate (24-c) is one that contains worlds where Carol rolls even. This means that the antecedent of the Weak Independence Presupposition is not satisfied, and so we are not required to hold fixed the fact that Carol rolls odd when we evaluate (25).}

7 Variably Strict Semantics

By its very structure, SA is committed to Strengthening with a Possibility. No assumptions about its underlying closeness relation were needed to prove this. Not so for VSA. Strengthening with a Possibility is not written into the semantics of VSA; rather, it corresponds to a certain formal constraint on the closeness ordering $\leq_{c,w}$, which has been enforced by many of VSA’s proponents, including Stalnaker (1968) and Lewis (1973).\footnote{Both Stalnaker (1968) and Lewis (1973) say that whatever else is true about the ordering on worlds, it is total: for every $w_1$ and $w_2$ either $w_1 \leq_{w} w_2$ or $w_2 \leq_{w} w_1$. Total orderings rule out incomparabilities that are essential to the model we give below.} We show that by removing that constraint, we can render Strengthening with a Possibility invalid. The resulting logic is that of Kratzer (1981a). Finally, we show how to use a Kratzerian ordering source to generate an ordering with the right structure in a principled way.

7.1 Where we want to go

Here is a model that has the structure we need. Suppose we have four worlds:

- @ is the actual world. (Alice and Carol throw odd; Billy throws even.)
- In \(w_1\), Alice and Billy throw even; Carol throws odd.
- In \(w_2\), Alice, Billy, and Carol all throw odd.
- In \(w_3\), Alice, Billy, and Carol all throw even.

Now suppose we have an ordering that looks like this:
The arrows represent similarity to @. For example, the arrow going from \( w_3 \) to \( w_1 \) indicates that \( w_1 \) is more similar to \( @ \) than \( w_3 \) is. (We omit transitive and reflexive arrows.) If there is no arrow between two worlds, then they are incomparable with respect to their similarity to \( @ \): neither is more similar to \( @ \) than the other, and they are not equally similar to \( @ \).

In this model, \( @ \prec @ \prec w_1 \prec @ \prec w_2 \). \( w_1 \) and \( w_2 \) are incomparable, and \( w_2 \) and \( w_3 \) are incomparable.

The closest worlds to \( @ \) where Alice and Billy throw the same type of number are \( w_1 \) and \( w_2 \): \( f(\text{Alice and Billy same, } @) = \{w_1, w_2\} \). In both worlds, Carol throws odd and wins $10. Moreover, in one of these worlds—specifically, \( w_2 \)—Alice, Billy, and Carol all throw the same type of number. This means that (14-a) and (14-b), repeated below, are true.

(14-a) If Alice and Billy had thrown the same type of number, someone would still have won $10.

(14-b) If Alice and Billy had thrown the same type of number, Alice, Billy and Carol might have all thrown the same type of number.

Finally, the closest worlds to \( @ \) where Alice, Billy, and Carol all throw the same are \( w_2 \) and \( w_3 \): \( f(\text{Alice, Billy, Carol same, } @) = \{w_2, w_3\} \). (Why is \( w_3 \) included? Because the only worlds that are strictly closer to \( @ \) than \( w_3 \) are \( w_1 \) and \( @ \) itself; but Alice, Billy, and Carol do not roll the same in either of these.) In \( w_2 \), Alice, Billy, and Carol throw odd, so they all win. But in \( w_3 \), they throw even, so nobody wins. (14-c), repeated below, is false:

(14-c) If Alice, Billy, and Carol had all thrown the same type of number, someone would still have won $10.
We have successfully modeled a failure of Strengthening with a Possibility: (14-a) and (14-b) are true, yet (14-c) is false.

The incomparabilities in our model are crucial. Say that the closeness ordering $\preceq_w$ is almost-connected just in case $\forall w_1, w_2, w_3 : (w_1 \prec_w w_2 \rightarrow (w_1 \prec_w w_3) \lor (w_3 \prec_w w_2))$. If $w_1$ is closer to $w$ than $w_2$ is, then for any third world $w_3$, either $w_1$ is closer to $w$ than $w_3$ is, or $w_3$ is closer to $w$ than $w_2$ is. Simplifying, if $w_1$ beats $w_2$, then either $w_1$ beats $w_3$, or $w_3$ beats $w_2$. Where $\preceq_w$ is a partial order, Strengthening with a Possibility is valid just in case $\preceq_w$ is almost-connected.

Our model predicts that Strengthening with a Possibility fails precisely because it fails to be almost-connected.

### 7.2 Adding a Kratzerian Ordering Source

We’ve given an ordering that allows VSA to predict the right judgments in *Dice*. But how do we ensure that the context actually supplies an ordering with this structure?

Our suggestion is to follow Kratzer (1981a) and Kratzer (1981b) and posit an extra contextual parameter—an ordering source, a function $g$ that takes a world $w$.

---

19 Proof: $\Rightarrow$: Our model that follows demonstrates that if Strengthening with a Possibility is valid, then $\preceq$ is almost-connected. If a frame is not almost-connected, then we can build a model on it like the one in the text.

$\Leftarrow$: Suppose that $\preceq$ is almost-connected and suppose that, for contradiction, that Strengthening with a Possibility is not valid. Then there is some world $w_1$ such that $A \dashv \vdash C$ and $A \dashv \vdash B$ are true there but $A \land B \dashv \vdash C$ is not. This means that $f(A, w_1) \subseteq C$, there is a world $w_2 \in f(A, w_1)$ such that $B$ is true at $w_2$ and there is a world $w_3 \in f(A \land B, w)$ such that $\neg C$ is true there. $w_3$ cannot be in $f(A, w)$: unlike $w_3$ all worlds in $f(A, w)$ are $C$ worlds. By definition of $f$, this means that there must be some world $w_4$ in $f(A, w)$ such that $w_4 \prec_w w_3$.

Now consider whether either $w_4 \prec_{w_1} w_2$ or $w_2 \prec_{w_1} w_3$. In fact, the first disjunct cannot hold: by definition of $f$, if it did then $w_2$ would not be in $f(A, w_1)$ after all. But the second disjunct cannot be true either. Again by definition of $f$, if it were then $w_3$ would not be in $f(A \land B, w_1)$. But now we have proved that, contrary to our supposition that $\preceq$ is not almost connected: $w_4 \prec_{w_1} w_3$ but neither $w_4 \prec_{w_1} w_2$ nor $w_2 \prec_{w_1} w_3$. So if $\preceq$ is almost-connected Strengthening with a Possibility must be valid.

(To the best of our knowledge, this result was first shown by Veltman (1985).)
and returns a set of propositions.\textsuperscript{20,21} This set of propositions represents the facts about \( w \) that the speakers judge relevant to determining similarity. We then define our ordering in terms of those propositions. \( w_1 \) is at least as close to \( w \) as \( w_2 \) is if and only if it makes true all the same ordering source propositions as \( w_2 \), and possibly more. Formally:

\[
(26) \quad w_1 \preceq_w w_2 \text{ iff } \{ p \in g(w) : w_1 \in p \} \supseteq \{ p \in g(w) : w_2 \in p \}
\]

\( w_1 \) is at least as close to \( w \) as \( w_2 \) is just in case every proposition in \( g(w) \) that is true in \( w_2 \) is also true in \( w_1 \). \( w_1 \) is strictly closer to \( w \) than \( w_2 \) is just in case, every proposition in \( g(w) \) that is true in \( w_2 \) is true in \( w_1 \), and some proposition in \( g(w) \) that is true in \( w_1 \) is false in \( w_2 \).

In our example, the relevant facts are those that concern who got what type of number. We assume, then, that the ordering source looks like this:

\[
(27) \quad g(w) = \{ \text{Alice gets odd}, \text{Billy gets even}, \text{Carol gets odd} \}
\]

Let \( A_O \), \( B_E \), and \( C_O \) be the propositions that Alice rolls odd, Billy rolls even, and Carol rolls odd, respectively. The ordering source in (27) gives rise to the following ordering:

\textsuperscript{20}If we were to spell out the semantics in full detail, we would also need to add a Kratzerian modal base to our semantics, a function from worlds to sets of propositions. For us, the modal base will hold fixed certain key facts about the scenario, namely the rules of the particular game being played. On our way of thinking of things, the modal base represents the background facts which we hold fixed in evaluating counterfactuals; and the ordering source represents the facts we allow to vary and that contribute to closeness.

\textsuperscript{21}While we add an ordering source to our semantics, we put it to work in a different way to Kratzer. Kratzer’s ordering sources for counterfactuals are \textit{totally realistic}: the intersection of the ordering source propositions is the set containing just the world of evaluation. Her modal bases on the other hand are empty. We disagree with Kratzer on both points. We treat modal bases and ordering sources differently in order to predict the failure of Strengthening with a Possibility but we suspect there are other important advantages. Among other things, we appear to avoid the problems Kratzer attempts to solve in Kratzer (1981b) and Kratzer (1989).
In the top-ranked worlds, things are just as they actually are—Alice and Carol roll odd, and Billy rolls even. Next we have worlds where things differ in one respect—worlds where either Alice or Carol rolls even instead of odd, or Billy rolls odd instead of even. Then we have worlds differing in two respects, and finally, worlds where everything is different—Alice and Carol roll even, and Billy rolls odd.

Let’s see how VSA predicts the right judgments in Dice using this ordering. The closest worlds where Alice and Billy throw the same type of number are in blue. In both worlds, Carol rolls odd and wins $10, so (14-a) is true: If Alice and Billy had rolled the same, one person would still have won $10. Moreover, in one of the closest worlds where Alice and Billy roll the same, Alice, Carol, and Billy all roll odd. So (14-b) is also true: If Alice and Billy had rolled the same, Alice, Billy, and Carol might have all rolled the same.

Finally, turn to (14-c), which says that if Alice, Billy, and Carol had rolled the same, someone would still have won $10. We find the worlds where Alice, Billy, and Carol roll the same type of number. They are highlighted in red:
We have worlds where Alice, Billy, and Carol all throw odd (top right) and worlds where they all throw even (bottom left). These are incomparable—neither is closer to actuality than the other the other is. (The reason they are incomparable is that the sets of ordering source propositions true at each are disjoint.) Both are among the closest worlds where Alice, Billy, and Carol roll the same. So (14-c) is false: in some of the closest worlds where they throw the same, they throw even, and nobody wins.22

7.3 Why does Strengthening with a Possibility seem valid?

We argued that Strengthening with a Possibility has counterexamples, and we offered a variably strict account that invalidates it. Still, the inference often seems valid. Suppose I confidently say that if I had taken modal logic last semester, I would have passed. You reply that if I had taken the course, it might have been taught by Joe, who is notorious for his difficult problem sets and harsh grading. If I accept your response, I seem to have two options. I could stand firm, insisting that I would have passed even Joe’s challenging course, or I could retreat, rescinding my earlier claim that I would have passed the class. What I cannot do is maintain that I would have passed the course, even though I might not have passed a course taught by Joe. That I do not have this option is only explained if Strengthening with a Possibility does not fail in this particular case. We must place certain constraints on when the inference can fail. We want it to fail in Dice, but not here.

22We are not committed to using an ordering source that simply records who gets what type of number in every version of this case. It seems to be the natural one here, but a case with a more complicated structure may call for a more complicated ordering source.
We give a pragmatic explanation of this difference. Our idea is that Strengthening with a Possibility fails only when there is more than one relevant way of making the antecedent true. What are the relevant ways of making the antecedent true? We will answer this question by linking ordering sources to salient questions in context and prove that, in the resulting technical sense, Strengthening with a Possibility does indeed only fail when there is more than one way of making the antecedent true.

First, a word about questions. It is standard to let the semantic value of a question be the set of its answers. Following Groenendijk and Stokhof (1985), we will assume the set of answers is a set of propositions that are mutually exclusive and exhaustive. That is, questions are a partition of the set of worlds. So, for instance, the value of the question *Which of Alice and Bob ate cookies?* would be the set containing the propositions *Alice and Bob ate cookies*, *Alice but not Bob ate cookies*, *Bob but not Alice ate cookies* and *Neither ate cookies*.

Some questions make more distinctions than others. For instance, the question *Which of Alice and Bob ate cookies?* does not distinguish between worlds where *Carol* ate cookies and worlds where she did not; worlds of both kinds will be contained in every answer to this question. The question *Which of Alice, Bob and Carol ate cookies?* does make such distinctions: all the worlds in any given cell agree on whether Carol ate cookies. In other words, the question *Which of Alice, Bob and Carol ate cookies?* divides up the set of worlds more finely than the question *Which of Alice and Bob ate cookies?*. Representing questions with partitions captures this: every cell in the value of *Which of Alice, Bob and Carol ate cookies?* is a subset of some cell in the value of *Which of Alice, Bob and Carol ate cookies?*. The former makes all the distinctions of the latter, and more besides. As is standard, we will say that $Q'$ refines $Q$ iff every element of $Q'$ is a subset of some element of $Q$.

Because questions can distinguish more or less finely between worlds, they have proven to be useful in representing issues that are live in the context. We assume that in contexts in which we utter counterfactuals, certain non-counterfactual questions are relevant. So, for instance, in the Joe case above, a question like *Did

\[23\]

Note that we do not really mean to take a stand on the semantics of questions in natural language. We simply use this formalism to represent a way that an issue can be live.
I study? And did Joe teach? is relevant. These questions plausibly represent the kinds of distinctions we are interested in making. We will assume that there is a most refined such question that captures exactly the level of detail that is relevant in a context. It is to these questions that ordering sources will be linked.24

To do this, we first define from the ordering source a function $g^{-}$. For any given world, $g^{-}(w)$ collects together the negations of the propositions in $g(w)$. More formally, $g^{-}(w) = \{ p : \neg p \in g(w) \}$. From $g$ together with $g^{-}$ we can build a partition on worlds. Construct the set of maximal consistent propositions built out of $g(w) \cup g^{-}(w)$; call it $G_w$. Since $G_w$ is a partition, it represents a question that we might be concerned with in our context.

We connect this question, $G_w$, to the relevant questions in context. Say that $Q_c$ is the most refined salient (non-counterfactual) question in $c$. We propose that the partition we can construct from our ordering source, $G_w$, just is the most refined salient question $Q_c$. This has the effect that the ordering source cannot distinguish between worlds in ways that are not already present in the most refined salient question. This does not pin $g_c$ down uniquely, but does impose a substantial constraint on it: whatever $g_c$ is, it must be the case that $G_w = Q_c$. We call this constraint Question Sensitivity.

Given Question Sensitivity, we can prove that we get failures of Strengthening with a Possibility only if there are two distinct answers to $Q_c$ that realise the antecedent of the final strengthened conditional.

There are $A, B, C$ such that $\llbracket A \Rightarrow C \rrbracket^{G_{w}, g} = 1$, $\llbracket A \Leftrightarrow B \rrbracket^{G_{w}, g} = 1$ and $\llbracket A \land B \Rightarrow C \rrbracket^{G_{w}, g} = 0$ only if $\exists p, q \in Q_c : p \vDash A \land B$ and $q \Vdash A \land B$ and $p \neq q$.25

24Note that these questions must be distinguished from questions under discussion in the sense of Roberts (1996). Among other things, the current question under discussion must be unanswered in the context, a feature our questions do not share. (If this is felt to be unintuitive, our partitions can instead, following Lewis (1988), be thought of as relevant subject matters.)

25Proof. Suppose that $A \Rightarrow C$, $A \Leftrightarrow B$, but $A \land B \Rightarrow C$ is false. For contradiction, suppose there is just one cell that makes $A \land B$ true. Call it $Q$. We appeal to three facts:

1. All worlds in a partition cell are equally good. This is because they all make the same ordering source propositions true.
2. $Q \cap A = Q \cap (A \land B)$ This is because $Q$ already contains only $A \land B$ worlds.
3. $Q \cap (A \land B) = f(A \land B, w)$ This follows from the definition of $f$ plus the fact that $Q$ is the
Put informally, the reason for this is as follows: if there is only one partition cell, call it $p$, that entails $A \land B$, then either $p$ is a subset of the closest $A$-worlds or not. If it is, then, if $A \rightarrow C$ is true, all the closest $A \land B$-worlds will have to be $C$-worlds. If it is not, then, since all worlds in $p$ are equally close, no $B$-worlds will be among the closest $A$-worlds and so $A \leftrightarrow B$ will be false.

To see how this helps, let us return to the case of Joe. Here, quite plausibly the most salient question is *Did I take logic? And did Joe teach?*, which gives us the following partition:

\[
\{I \text{ take logic and Joe teaches, } I \text{ take logic and Joe doesn’t teach,} \\
I \text{ don’t take logic and Joe teaches, } I \text{ don’t take logic and Joe doesn’t teach}\}
\]

There is only one cell of the partition which makes true our strengthened antecedent, namely, *I take logic and Joe teaches*. We showed that, when there is only one cell entailing the strengthened antecedent, Strengthening with a Possibility cannot fail. So we rightly predict it should seem good here.

We also allow for it to fail in Dice. There $G_{ag}$ is the following partition:

\[
\text{Only Alice gets odd, Only Billy gets odd, Only Carol gets odd, Only Alice and Billy get odd, Only Alice and Carol get odd, No one gets odd, Everyone gets odd}
\]

Here we do have more than one way of making the strengthened antecedent true: *No one gets odd* and *Everyone gets odd*. So our constraint predicts that Strengthening with a Possibility can fail here, just as we want.

This is an interesting, and previously untapped, advantage of using an ordering source. Not only can it offer an account of when Strengthening with a Possibility fails, it can also be used to explain why the inference often seems to go through. In cases like ours where Strengthening with a Possibility fails, we are interested in different ways in which the antecedent could be true. In simple cases, we do not make such fine distinctions and so the inference seems valid.

---

Either $Q \cap A \subseteq f(A, w)$ or it is not. Suppose it is. Then, by facts 2 and 3, $f(A \land B, w) \subseteq f(A, w)$. And since $f(A, w) \subseteq C$, $A \land B \rightarrow C$ is true, contrary to our supposition. Suppose it is not. Then $f(A, w)$ contains no $B$-worlds: $Q$ contains the only $A \land B$ worlds and, by fact 1, they are all equally good. So $A \leftrightarrow B$ is false, contrary to our supposition.
8 DISJUNCTIVE ANTECEDENTS

The last order of business is to address a potential concern about our case. We say that (14-c), repeated below, is false in Dice:

(14-c) If Alice, Billy, and Carol had all rolled the same type of number, someone would still have won $10.

Why do we judge (14-c) false? A natural explanation is that there are two ways for Alice, Billy, and Carol to roll the same type of number—by all rolling odd and by all rolling even. If they had all rolled odd, someone—indeed, all of them—would have won $10. But not if they all rolled even. If they had all rolled even, nobody would have won. We reject (14-c) because one way of rolling the same is not a way of winning $10.

Many will worry about this reasoning. It seems to rely on an inference pattern that is perilously similar to a controversial inference pattern known as Simplification of Disjunctive Antecedents (Simplification). It is far from obvious that Simplification is valid. And so if the judgment that (14-c) is false does indeed rely on Simplification, that is reason enough to question it. We will argue that despite appearances, we are not relying on Simplification, but a close relative of that principle, which we call Weak Simplification with a Possibility. And we will show that, unlike Simplification itself, Weak Simplification with a Possibility is validated by VSA.

First let’s articulate the worry in more detail. Simplification says that from a counterfactual \((A \lor B) \models C\) one can infer \(A \models C\) and \(B \models C\). Formally:

\[
(28) \textbf{Simplification. } A \lor B \models C \models A \models C \land B \models C
\]

Let’s look at an example. Consider (29):

(29) If I’d taken the bus or the subway to work, I would have arrived at work time.

(29) strongly suggests that both (30) and (31) are true:

\[26\text{Simplification was discovered by Fine (1975) and independently by Nute (1975).}\]
If I’d taken the bus to work, I would have arrived on time.

If I’d taken the subway to work, I would have arrived on time.

Why think that our judgment that (14-c) is false relies on something like Simplification? The idea behind Simplification does not essentially involve disjunction. There are two salient ways of making the antecedent true. I could take the bus to work or I could take the subway to work. We can think of Simplification as saying that the counterfactual is true only if every salient way of making the antecedent true is also a way of making the consequent true. This explains why we judge (29) false when, say, (30) is false. To say that (30) is false is to say that one salient way of making the antecedent true is not a way of making the consequent true.

But that reasoning looks very much like the reasoning that lead us to reject (14-c). We said that we judge (14-c) false because there are two ways for Alice, Billy, and Carol to roll the same type of number—they could all roll odd or they could all roll even—and only one of them is a way of winning $10.

Why should we be concerned about all of this? Because VSA invalidates Simplification. To see this, suppose that in all of the closest worlds where I take the bus, I arrive on time, but in some of the closest worlds where I take the subway, I arrive late. Moreover, the worlds where I take the bus are closer than those where I take the subway. In this scenario, (29) is true. In all of the closest worlds where I take the subway or the bus, I take the bus, so arrive on time. But (31) is false. In some of the closest worlds where I take the subway, I arrive late.

So Simplification is not valid, according to VSA. But, as we said, our judgment that (14-c) is false seems to rely on something like Simplification. But surely we should not rely on an inference pattern that our own theory invalidates.

There is, however, reason to doubt that Simplification really is the principle we rely on. It is well known that the Simplification inference is sometimes cancelled. Suppose you are asked which side Spain fought for in World War II, and you reply: ‘Spain didn’t fight in the war. But if she’d joined either the Axis or the Allies, she would have joined the Axis.’

27 No sane interlocutor would object on the grounds that if Spain had joined the Axis, she wouldn’t have joined the Allies.

But (14-c) is structurally similar to the Spain counterfactual. The antecedent,
Alice, Billy, and Carol roll the same type of number, is equivalent to the disjunction, Alice, Billy, and Carol roll odd or Alice, Billy, and Carol roll even. Given knowledge of the game, the consequent, someone wins is equivalent to someone rolls odd. Together with what is given in the antecedent, someone rolls odd is equivalent to the proposition, Alice, Billy, and Carol all rolled odd. This means that (14-c) is contextually equivalent to:

(32) If Alice, Billy, and Carol had all rolled odd or all rolled even, they would have all rolled odd.

But (32) is just like the Spain counterfactual: ‘If Spain had joined the Axis or the Allies, she would have joined the Axis.’ If we are not tempted by Simplification in the Spain case, we should not be tempted by it in our case, either.29

There is another reason to doubt that we rely on Simplification. As Alonso-Ovalle (2009) has noted, Simplification inferences are also tempting for might-counterfactuals. Take (34):

(34) If I had taken the bus or the subway, I might have arrived on time.

(34) strongly suggests that both (35) and (36) are true:

(35) If I had taken the bus, I might have arrived on time.

(36) If I had taken the subway, I might have arrived on time.

But Simplification is sometimes cancelled with might-counterfactuals, just as it is

---

28 We rely on the following notion of contextual equivalence. Where $C$ is a Stalnakerian context (that is, the set of worlds representing the information compatible with what's known by the conversational participants), $\llbracket A \rrbracket^C$ and $\llbracket B \rrbracket^C$ are contextually equivalent in C just in case, for all $w \in C$: $\llbracket A \rrbracket^{w_0} = \llbracket B \rrbracket^{w_0}$. Informally, $A$ and $B$ are contextually equivalent just in case they are equivalent given what’s known in the context.

29 This is precisely why dynamic SA predicts that (14-c) is true, even though it (Strawson-)validates Simplification. The domain at this point will contain only worlds where they all get odd. This means the counterfactual

(33) If Alice, Billy and Carol had all rolled even, someone would have won $10.

is undefined; and in cases where the conclusion is undefined, a Strawson-valid inference will not seem compelling.
with *would*-counterfactuals. Take (37), for example.

(37) If I had taken the bus or the subway, I might have taken the subway.

When you hear (37), we take it, you are not inclined to infer that if I had taken the bus, I might have taken the subway. Simplification is cancelled in (37).

Return now to Dice, and consider the following *might*-counterfactual:

(38) If Alice, Billy, and Carol had all rolled the same, someone might have won $10.

(38) seems true. If Alice, Billy, and Carol had all rolled the same, they might have all rolled odd, and so they might have all won. This is another example in which the Simplification inference is cancelled. For if it were not, the sentence would sound absurd. It is plainly not the case that if they had all rolled *even*, someone might have won $10. Since (38) sounds true, Simplification is not in effect.

(38) is the *might*-counterfactual analogue of (14-c). (14-c) says that if Alice, Billy, and Carol had all rolled the same type of number, someone would still have won $10; (38) says that if Alice, Billy, and Carol had all rolled the same type of number, someone *might* have won $10. If Simplification were in effect for (14-c), we would also expect it be in effect for (38). But it is not. Since (38) sounds true, Simplification must be cancelled.

It is unlikely, then, that our intuitions about (14-c) rely on Simplification. But we think we are relying on a close relative of that principle. And unlike Simplification itself, the close relative *is* validated by VSA. We call the principle Weak Simplification with a Possibility. We divide the principle into two inference pat-

---

**Proof:** Suppose \((A \vee B) \rightarrow C\) and \((A \vee B) \leftrightarrow B\) are true at \(w_1\). Then \(f(A \vee B, w_1) \subseteq C\) and \(f(A \vee B, w_1) \cap A \neq \emptyset\).

We can see show \((f(A \vee B, w_1) \cap A) \subseteq f(A, w_1)\). Take an arbitrary \(w_2 \in f(A \vee B, w_1) \cap A\). Suppose it were not in \(f(A, w_1)\). Then there would have to be a \(w_3 \in f(A, w_1)\) such that \(w_3 < w_2\). But if \(w_3 \in A\) then \(w_3 \in A \vee B\). So \(w_2\) would not be in \(f(A \vee B, w_1) \cap A\) as \(w_3 \in A \vee B\) and \(w_3 < w_1 w_2\). So \(w_2 \in f(A, w_1)\) after all.

But if \((f(A \vee B, w_1) \cap A) \subseteq f(A, w_1)\), then since \((f(A \vee B, w_1) \cap A) \subseteq C\), \(f(A, w_1) \cap C \neq \emptyset\). So \(A \leftrightarrow C\) is true at \(w_1\). If we suppose further that \(A \vee B \leftrightarrow B\) is true at \(w_1\) we can prove in a similar manner that \(B \leftrightarrow C\) is true at \(w_1\). So \(A \leftrightarrow C \land B \leftrightarrow C\) is true at \(w_1\).

You might be surprised that we do not rely on a more familiar inference pattern, which we will call Simplification with a Possibility:
terns:

(40) \((A \lor B) \dashv \vdash C, (A \lor B) \dashv \vdash A \dashv \vdash C\)

(41) \((A \lor B) \dashv \vdash C, (A \lor B) \dashv \vdash B \dashv \vdash C\)

There are two differences between these inference patterns and Simplification. First, they have weaker conclusions—that \(C\) might have occurred, had \(A\) occurred (in the case of (40)), and that \(C\) might have occurred, had \(B\) occurred (in the case of (41)). Second, they have more premises. To infer \(A \dashv \vdash C\) from \((A \lor B) \dashv \vdash C\), we must that know \(A\) might have been true, if \((A \lor B)\) had been true. Similarly, to infer \(B \dashv \vdash C\) from \((A \lor B) \dashv \vdash C\), we must know that \(B\) might have been true, had \((A \lor B)\) been true.

Unlike Simplification itself, (40) and (41) are validated by VSA. To see this, take (40). If the \(\text{might}\)-counterfactual premise is true, then some of the closest \((A \lor B)\)-worlds are \(A\)-worlds. Furthermore, those \(A\)-worlds must constitute at least \(\vdash \)

(39) \((A \lor B) \dashv \vdash C, (A \lor B) \dashv \vdash B, (A \lor B) \dashv \vdash A \dashv \vdash C \land B \dashv \vdash C\)

This inference pattern has been used in attempts to derive Simplification as an implicature. For instance, Bennett (2003) claims that disjunctive antecedent counterfactuals implicate both of the \(\text{might}\)-counterfactuals and so that what look like instances of Simplification are in fact instances of Simplification with a Possibility.

The reason we do not rely on Simplification with a Possibility is simple: it is equivalent to Strengthening with a Possibility, given standard classical assumptions about counterfactuals.

To show this we will assume Substitution of Logical Equivalents holds in the antecedent of counterfactuals; and the further principle that \(A \dashv \vdash B\) entails \(A \dashv \vdash A \land B\), which we will call Right Monotonicity. (Both of these are validated by standard theories of counterfactuals.)

Simplification with a Possibility \(\Rightarrow\) Strengthening with a Possibility:

1. \(A \dashv \vdash C\)  
   Assumption
2. \(A \dashv \vdash B\)  
   Assumption
3. \((A \land B) \lor (A \land \neg B) \dashv \vdash C\)  
   1, Substitution of Logical Equivalents
4. \(A \dashv \vdash (A \land B)\)  
   2, Right Monotonicity
5. \((A \land B) \lor (A \land \neg B) \dashv \vdash (A \land B)\)  
   4, Substitution of Logical Equivalents
6. \((A \land B) \dashv \vdash C\)  
   3,5, Simplification with a Possibility

Strengthening with a Possibility \(\Rightarrow\) Simplification with a Possibility:

1. \((A \lor B) \dashv \vdash C\)  
   Assumption
2. \((A \lor B) \dashv \vdash A\)  
   Assumption
3. \((A \lor B) \land A \dashv \vdash C\)  
   1,2, Strengthening with a Possibility
4. \(A \dashv \vdash C\)  
   3, Substitution of Logical Equivalents
some of the closest $A$-worlds. So, if $(A \lor B) \implies C$ is true, some of the closest $A$-worlds are $C$-worlds.

Let’s apply this to Dice. Recall (14-c), repeated below:

(11-c) If Alice, Billy, and Carol had all rolled the same type of number, someone would still have won $10.$

Consider the closest worlds where Alice, Billy, and Carol all roll the same. Some of these worlds are worlds where Alice, Billy, and Carol all roll odd, since (42) is true:

(42) If they had all thrown the same number, they might have rolled even.

By Weak Simplification with a Possibility, (14-c) and (42) entail (43):

(43) If Alice, Billy, and Carol had all rolled even, someone might have won $10.$

But (43) is clearly false. By the setup of the case, if they had all rolled even, nobody would have won $10.$ But if (43) is false and (42) is true, then, by Weak Simplification of a Possibility, it follows that (14-c) is false.

We have seen that if Weak Simplification with a Possibility is valid, (14-c) must be false. We can also see how Weak Simplification helps make sense of our original judgements about the case. We said that (14-c) seems false because it is too committal—it seems to ignore the possibility that Alice, Billy, and Carol roll the same by all rolling even. Weak Simplification with a Possibility explains why (14-c) seems committal in just this sense. We know, by the setup of the case, that (43) is false. So if (14-c) is to be true, then (42) must be false. But, intuitively, (42) is true—if Alice, Billy, and Carol had all rolled the same type of number, it could have easily been that they all rolled even.

The Simplification objection gets something right: Our intuitions about (14-c) rely on something like Simplification. But it is not Simplification itself. We claim that we rely on a close relative of that principle, Weak Simplification with a Possibility and this principle is validated by VSA.
9 Conclusion

We suggested that the debate between SA and VSA could be clarified by looking at a wider range of strengthening principles. This suggestion has been borne out. Dynamic SA validates Strengthening with a Possibility. But this inference is not valid. Counterexamples to Strengthening with a Possibility pose a much more serious problem for Dynamic SA than counterexamples to Antecedent Strengthening itself. While Antecedent Strengthening is merely Strawson-valid, Strengthening with a Possibility is classically valid. Counterexamples to it do not involve presupposition failure, so the dynamic principles that drive context change do not apply. But if that is right, Dynamic SA has no way to account for counterexamples to Strengthening with a Possibility. VSA, on the other hand, can easily model failures of Strengthening with a Possibility. We conclude that the failure of Strengthening with a Possibility tells strongly against Dynamic SA and in favor of an ordering source-based version of VSA.
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